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A series of solidification experiments using a mirror furnace and a levitation technique
were performed on different Cu-Sn alloys. Cooling curves during solidification were
registered using a thermocouple of type “K” connected to a data acquisition system.
The undercooling, cooling rates of the liquid and of the solid state, solidification times and
temperatures were evaluated from the curves. The samples were found to solidify far
below the liquidus temperature. The cooling curves for different samples and alloys were
simulated using a “FEM” solidification program. The heat transfer coefficient, heat of
fusion and specific heat were evaluated. It was found that the calculated values of the heat
of fusion were much lower than the tabulated ones. The calculated values of the specific
heat in the solid state were also found to be much higher than those quoted in the
literature, especially for the mirror furnace experiments. The effect of rapid cooling on the
thermodynamic state and the solidification process of the alloys has been evaluated. The
effect of cooling rate on the formation and condensation of vacancies is discussed. It is
proposed that a large number of vacancies form during rapid solidification and that they
condense during and after the solidification. The influence of these defects on the
thermodynamics and solidification of the alloys has been evaluated. C© 2000 Kluwer
Academic Publishers

1. Introduction
The structure and properties of solidified alloys have
been observed to be influenced by the cooling rate dur-
ing solidification. Rapid solidification is known to result
in the formation of metastable microstructures charac-
terised by: 1) a supersaturation of defects (i.e., refine-
ment of the grain size in micro-and nano-crystalline
material, a high density of vacancies, or a lack of or-
der), 2) an increase in the solid solubility above the
equilibrium limit, 3) the formation of metastable crys-
talline, quasicrystalline or glassy phases [1–7].

It has also been shown that a large undercooling oc-
curs during the solidification process when the cooling
rate of the liquid phase is very high [8]. The correla-
tion between the cooling rate and other thermodynamic
quantities in connection with lattice defects, has been
previously discussed [9–12].

A supersaturation of vacancies forms in a metal by
quenching, mechanical deformation or energetic parti-
cle irradiation. The energies for the formation of vacan-
cies have been studied before [13–15]. These vacancies
can migrate and coalesce to form microscopic clusters
at temperatures where the vacancy are mobile, gener-
ally T ≥ 0.3Tm, whereTm is the melting temperature
[4, 16–17].

It has also been proposed [9, 10] that during solidifi-
cation, a large number of vacancies forms in the metal
lattice. The concentration of vacancies depends on the
cooling conditions. When the alloy is rapidly quenched

from a high temperature, there will be insufficient time
for the new equilibrium concentration to be established
and a large number of vacancies will be trapped. The
increase in the concentration of vacancies will have an
influence on the solidification process. The results have
been discussed in connection with the formation of lat-
tice defects [18, 19]. There is also a tendency for vacan-
cies to be attracted to each other and form divacancies
and finally clusters [20]. Some clusters collapse into
dislocation loops, which can grow by absorbing more
vacancies. Apart dislocations, the main sinks for excess
vacancies are the grain boundaries and other interfaces
within the specimens.

The purpose of this work is to analyse the forma-
tion and condensation of vacancies during solidifica-
tion. The effect of the vacancies on the thermodynamic
parameters during the solidification of Cu-Sn alloys are
also investigated theoretically.

2. Materials and methods
A number of experiments using different cooling rates
were performed with pure copper and copper-tin alloys
containing 2, 4, 6, 11% Sn. All the alloys were pro-
duced from highly pure elements using a vacuum in-
duction or arc-melting furnace under argon atmosphere.
Different types of solidification experiments at differ-
ent cooling rates were performed using the following
techniques:
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2.1. Levitation equipment
Higher cooling rates, up to 110,000◦K s−1, were
achieved by using a levitation technique. Briefly a sam-
ple weighing 1–1.5 g was levitated and melted without
a crucible in an induction furnace, and cast in a rect-
angular copper mould. An open thermocouple of type
“ K ” with a diameter of 0.1 mm was inserted in to the
base of the mould, to record temperature. The set of the
mould with thermocouple was inserted to the glass lev-
itation tube. The experiments were performed under an
argon atmosphere. The thermocouple was connected to
a data acquisition system that allowed the collection of
data with an interval of 0.15 milliseconds; the data were
plotted as a cooling curve. The process is described in
details elsewhere [21]. Typical cooling curves obtained
from levitation experiments are plotted in Fig. 1a.

2.2. Mirror furnace
Mirror furnace was used to achieve cooling rates
between 20 and 120 K s−1. A cylindrical sample
(D= 3 mm,L = 6.5 mm) was placed inside an evacu-

(a)

(b)

Figure 1 Typical cooling curves for different Cu-4% Sn alloys in
a) levitation and b) mirror furnace experiments.

ated quartz tube. A hole (D= 1.25 mm,L = 3.25 mm)
was drilled in the sample for inserting thermocouple
of type “K ”. The quartz tube containing the sample
was placed in the mirror furnace, which consisted of
two high power lamps placed between two ellipsoidal
mirrors with the sample in the common point of focus.

The sample was firstly preheated to 700–900◦C,
and then superheated to 60–80◦C, and maintained at
that temperature for a few seconds to achieve thermal
equilibrium. It was then cooled in an air/gas stream.
Cooling curves were obtained using suitable recording
equipment.

A more complete description of the experimental
technique can be found elsewhere [22]. Typical cool-
ing curves obtained from mirror furnace experiments
are plotted in Fig. 1b.

3. Thermal analysis for estimation of
thermodynamic properties

In earlier work [19], the authors made a one dimensional
heat evaluation for a sample during solidification:

dQ

dt
= Vρ

(
Cp

dTS

dt
+1H

d fs
dt

)
(1)

Where dTS/dt is the cooling rate of the sample and
d fs/dt is the transformation rate during solidification.

In this work, the solidification process is calculated
by solving Fourier’s heat equation in two dimensions.
The principal features are outlined below.

ρCp
dT

dt
= div(k gradT)+ q̇ (2)

Hereρ is material density,Cp, is specific heat,T is tem-
perature,k is heat conductivity and dT/dt is the cooling
rate of the sample. The source term,q̇, is described as:

q̇ =


0 when T > TL

ρ1H d f
dt when TS < T < TL

0 when T < TS

(3)

Where1H is the latent heat release during solidifi-
cation, and the fraction of the solid phase,fs, varies
from 0 to 1. The transformation rate during solidifica-
tion, df/dt is described by the solidification rate,g, as
follow:

d f

dt
= g(T, f )

The model is supplemented by suitable boundary con-
ditions, expressing heat flow by radiation and heat ex-
change. Heat extraction from the sample to the sur-
roundings can be obtained from the following relation:

−k

(
∂T

∂n

)
= h(TS− T0)+ σε(T4

S − T4
0

)
(4)

where∂T/∂n is the outward normal derivative,σ is the
Boltzmann constant,ε is the emissivity of the radiating
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surface,T0 is the ambient temperature,h is heat transfer
coefficient andTS is the temperature of the sample.

The accurate modelling of this process requires a val-
idated description of the boundary conditions. It was as-
sumed that heat is lost from the sample to the surround-
ings at a rate controlled by the heat transfer coefficient.
The greater the value ofh, the larger is the heat flow
out from the sample. In this work, it was assumed that a
constant heat transfer coefficient exists at the interface
of the sample and the mould/glass tube for the levita-
tion/mirror furnace experiments. Note that, for mirror
furnace experiments, the heat conductivity in metal is
very high compared to the heat conductivity in the glass
tube. This results in a very small temperature gradient
in the sample. For the levitation experiments, heat flow
is controlled by resistance at the mould-metal interface
and most temperature drop occurs at the interface.

Moreover,

T(x, y, 0)= Tmax at t = 0,

whereTmaxis the initial temperature at the starting point
of the cooling process. It is in general impossible to find
an analytical solution to this problem. Solutions must
be obtained by numerical methods and the calculations
presented here are based on the Finite-Element-Method
(FEM), using a program called CASTFEM [23].

3.1. Numerical treatment
The partial differential Equations 2–4 of heat transport
with phase change in two dimensions can be combined
and solved with a finite element method.

The FEM base program, CASTFEM, which has been
modified to describe the case studied here, was used
to evaluate heat transfer from the sample to its sur-
roundings. The pre and post-processor for the program,
FEMGV4 [24] was used to generate the mesh. Equa-
tion 2 is discretized by conventional finite elements,
three nodes triangles in two-dimensional models of the
material in the sample and in the mould/glass tube for
the levitation/mirror furnace experiments. A mesh con-
sisting of four-nodded elements, was used to define the
gap between the sample and mould or glass tube.

Due to the symmetry of the samples for the mirror-
furnace and the levitation experiments, only one quarter
of the specimens needed to be modelled. Suitable time
steps and element sizes were determined by a series of
preliminary computations for each case. Typical FEM
models used for the numerical analyses, for the levita-
tion technique and for the mirror furnace equipment,
are shown in Fig. 2a and b.

Appropriate relationships, which describe the initial
temperature conditions of the different materials, in the
sample and in the mould/glass tube for the levitation
technique/mirror furnace equipment, have been con-
sidered. The boundary conditions including the heat
transfer coefficient,h, as a constant value during the
solidification process, the emissitivity factor,ε, and the
boundary temperature were added. Material data for
the sample and mould or glass tube (for each case)
included heat conductivity,k, the evaluated value for

TABLE I Tabulated physical data used for numerical computation

Tl 1H CP ρ

Alloy (K) (J Kg−1) (J kg K−1) (K gm−3)

Cu 1356 205e3 495 8000
Cu-2%Sn 1352 235e3 520 7980
Cu-4%Sn 1335 270e3 530 7960
Cu-6%sn 1328 295e3 530 7940
Cu-11%Sn 1283 340e3 490 7890

TABLE I I Other operating parameter used for computation

Parameter Value

D (m s−2) 4e-11
λ (m) 1e-6-7e-6
σ (W m−2 K−4) 5.669e-8
ε 0.04–0.57
Cp,mould (J kg K−1) 385
Kmould (W m−1 K−1) 401
ρmould (K g m−3) 8900
Cp, glass tube(J kg K−1) 820
kglass tube(W m−1 K−1) 182
ρglass tube(K g m−3) 2100

the specific heat for the solid, the latent heat of fu-
sion, the liquidus and the solidus temperatures were
also considered.

The thermophysical data of the mould and the metal,
presented in Tables I and II, were obtained from the lit-
erature [25–29] or well-known Thermo-calc program
[30], and carefully adapted to the experimental condi-
tions for each case. In order to find the proper range of
values for different operating condition such as emissiv-
ity of the radiating surface and heat transfer coefficient,
a series of numerical computations with differentε and
h was carried out. It was found that the contribution
of variation ofε is negligible. The heat transfer coef-
ficient was determined by fitting the data prior to the
solidification. The latent heat was varied during the so-
lidification process to find proper agreement between
the simulated and experimented cooling curves.

3.2. Simulation of solidification
Fig. 3a and b shows typical simulated cooling curves for
both the levitation technique and the mirror furnace ex-
periments at the centre of the sample, where the thermo-
couple is normally inserted. The measured cooling
curves from the experiments are also shown in Fig. 3
for each case.

4. Results
Typical cooling curves obtained from the levitation
techniques and from the mirror furnace experiments on
the Cu-4%Sn alloy were earlier shown in Fig. 1a and
b. The cooling curves often show a fairly large under-
cooling followed by a recaleascence. Some experiments
did not show any recalescence, but instead contained a
plateau temperature. The maximum recalesence or the
plateau temperature was chosen as the solidification
temperature. Start and end of solidification were cho-
sen as the point where the slope of the temperature-time
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(a)

(b)

Figure 2 Two-dimensional FEM model for a) levitation and b) mirror furnace experiments.

curve of the sample was changed. However, it was of-
ten difficult to determine the time for the end of the
solidification.

The cooling rates in the liquid and solid state, the
solidification temperature,Tm, the solidification time
and the undercooling temperature were evaluated from
the curves.

4.1. Solidification undercooling
Fig. 4a and b shows the relationship between the so-
lidification undercooling and the cooling rate in liquid
for Cu and different Cu-Sn alloys. The cooling rate was
varied between 20 K s−1 in the mirror furnace experi-

ments, to a maximum of 110,000 K s−1, in the levitation
experiments. It can be seen that the solidification tem-
perature decreases, and consequently, the undercooling
increases by increasing the cooling rate in the liquid.

The undercooling normally reaches the highest value
for each case at the highest cooling rate. The results will
be discussed later in connection with the formation of
lattice defects.

4.2. Heat of fusion
Fig. 5a and b shows the calculated fraction of latent
heat,1Hmeas/Htab, versus cooling rate for the different
alloys. The results show that the calculated values for
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(a)

(b)

Figure 3 Typical simulated and measured cooling curves for Cu-4% Sn
during a) levitation and b) mirror furnace experiments.

heat of fusion are much lower than the tabulated ones.
The figure also shows that an increase in cooling rate
will decrease the values for1H .

This relation can generally be described by:

1H = f

(
dT

dt

)
A satisfying agreement was found when the results were
compared with what has been presented and discussed
earlier [19].

4.3. Specific heat capacity
Fig. 6a and b shows the variation in specific heat versus
cooling rate for the solid state. It is interesting to note
that the specific heat for a solid phase is much higher
than the values found in literature; this is especially
the case in the mirror furnace experiments. At higher
cooling rates it decreases down to the tabulated value.
The results will later be discussed in connection with the
condensation of vacancies after solidification process.

(a)

(b)

Figure 4 Solidification undercooling temperature vs. the cooling rate in
liquid for a) Cu, Cu-2%Sn, Cu-11%Sn and b) Cu-4%Sn, Cu-6% Sn.

5. Discussion
In an earlier work [19] and [9, 18], it was stated that dur-
ing solidification, a large number of lattice defects such
as vacancies form and then condense. The concentra-
tion of vacancies that form in the lattice depends on the
cooling conditions. When the alloy is rapidly quenched
from the melting temperature, there is insufficient time
to reach an equilibrium concentration of vacancies. A
high concentration of vacancies will thus be trapped in
the solid. The formation of lattice defects will change
the thermodynamic properties of the metals.

The difference in density between the solid and liquid
can be assumed to cause the majority of the vacancies
formed:

yv ∝ 1ρ
ρ

eq
s

and 1ρV ≤ ρeq
s − ρeq

l ,

whereρeq
s = equilibrium density of solid;ρeq

l = equi-
librium density of liquid.

It is thus expected that the maximum fraction of va-
cancies in copper is around 0.06–0.08 which is roughly
100 times the equilibrium value [9]. It is worth noting
that the fraction of vacancies formed in the solid varies
with the cooling rate.
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(a)

(b)

Figure 5 Heat of fusion vs. cooling rate in liquid for a) Cu, Cu-2%Sn,
Cu-11%Sn and b) Cu-4%Sn, Cu-6% Sn.

The change in Gibbs free energy during the formation
of vacancies is denoted by:

Gv = Hv − TSv. (5)

This change consists of an enthalpy contribution,Hv,
and an entropy contributionTSv. If Nv vacancies are
created at a lattice site,N, the configurational entropy
is given by Boltzmann’s statistical interpretation of the
entropy as:

Snv = k ln
(N + Nv)!

N!
, (6)

and the atomic concentration at a mono-vacant site can
be introduced as:

y1v = N1v

N
.

The equilibrium concentration of mono-vacancies can
be found by looking for the minimum of1G1v. The
fraction of vacancies is very small and therefore, terms
of the orderN1v/N can be neglected compared to unity.

yeq
1v = exp

(
1S1v

R

)
exp

(
−1H1v

RT

)
. (7)

(a)

(b)

Figure 6 Specific heat vs. cooling rate in the solid zone for a) Cu, Cu-
2%Sn, Cu-11%Sn and b) Cu-4%Sn, Cu-6% Sn.

It has been mentioned [31] that vacancies form the
highest equilibrium concentration of different defects
in metals; at the melting temperature the equilibrium
concentration is between 10−3 and 10−4. The experi-
ments and theoretical estimates [31] indicate that for
metals,S1v, is in the same order of magnitude as Boltz-
mann’s constantk, when a typical order of magnitude
for H1v is 10kTm, hence

TmS1v¿ H1v,

It is necessary to distinguish between the total con-
centration of vacant sites,yv and the concentration of
mono-vacancies,y1v, or divacancies,y2v, etc. The total
concentration of vacancies is given by:

yv =
∑

m

mymv.

In the present work, it is assumed that it is sufficient to
consider mono-vacancies and divacancies.

In order to explain the effect of the formation and
condensation of vacancies on the behaviour of solidifi-
cation, the analysis will firstly be made of the thermo-
dynamics of vacancies.
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5.1. Thermodynamics of Cu-Sn-V
In this paper, vacancies, together with copper will be
treated as a binary alloy system, and with copper and
tin as a ternary alloy system. The binary Cu-V system
has been discussed earlier [9, 19]. In this work a ternary
Cu-Sn-V system is considered. The free energy for this
system can be written as:

Gm = y0
CuG

0
Cu+ y0

SnG
0
Sn+ yvGv

+ RT(ycu lnyCu+ ySn ln ySn+ yv lnyv

+ (1− yv) ln(1− yv))+ GEX (8)

where yv is the fraction of vacancies in one mole of
the alloy. The following definition for the fraction of
vacancies is used:

yv = Nv

Ncu+ NSn
, when NCu+ NSn= N

In this equation,N, Nv, NCu andNSn describe the num-
ber of lattice sites, vacant lattice sites, copper and tin
lattice sites, respectively.

The excess Gibbs free energy,GEx, represents the de-
viation from ideal behaviour. For a binary Cu-Sn system
GEx can be defined as:

GEx = yCuySnLcuSn (9)

In this equation,LCuSnis used to describe the interaction
between Cu and Sn. The interaction between point de-
fects in metals has been discussed earlier by March [32]
and more recently by Fredriksson [20]. WhenLCuSnis
constant and independent of composition and temper-
ature, one can talks about aregular solution.

For a solution with more than two components such
as Cu-Sn-V, the interactions within each combination
of two components should be considered. Bearing this
in mind,GEx for a ternary Cu-Sn-V can be defined as:

GEx = yCuySnLcuSn+ yCuyvLCuV+ ySnyvLSnV

+ yvyv1H2v (10)

There is little information regarding the interaction be-
tween alloying elements and the vacancies for copper-
base alloy. However, as was discussed by Fredriksson
and Emi [20]LSnVdescribes the tendency for the vacan-
cies to form clusters of V and Sn, and1H2v describes
their tendency to formdivacancies. It was further, as-
sumed that the interaction between vacancies and the
solvent element is the same as the interaction between
the solute element and vacancies. In this work, it is as-
sumed that1H2v is independent of temperature, but
increases by formation and trapping extra vacancies. In
view of this, Equation 10 is modified to:

GEx = yCuySnLCuSn+ ySnyvLSnV+ yvyv A1H2v (11)

TABLE I I I Thermodynamic data for vacancies and tin in pure copper

Parameter Value

1Hv (J/m) 112.8e3
1Sv (J/mK) 12.4
E2v (eV) 0.10–0.33
LCuSn(eV) 0.22
yeq

v 10−3–10−4

The constant,A, will be discussed in the next section.
The interaction between Cu and Sn,LCuSn, is given in
Table III. The interaction between vacancies and tin,
LSnV, can be estimated using the equilibrium fraction
of vacancies.

The equilibrium number of vacant sitesyeq
v , for a Cu-

Sn-V system can be obtained by minimizing Equation 8
and 11 with respect toyv as follow:

ln
yeq

v

1− yeq
v
= − (Gv + ySnLSnV+ 2yv A1H2v)

RT
(12)

We did not find any information about the changing of
the equilibrium concentration of vacancies in relation
to the concentration. In the calculation below, it is as-
sumed that the influence of the concentration on the
equilibrium fraction of vacancies can be neglected.

5.2. Effect of vacancies on the
partition coefficient

The partial free energy of each species must be known
in order to analyse the effect of vacancies on the par-
tition of alloying elements between liquid and solid.
The partial molar free energy for different species in
the solid state can be derived:

Ḡs
Cu = G0,s

Cu+ yvGv + RT
(
ln ys

Cu+ yv ln yv

+ (1− yv) ln(1− yv)
)+ LCuSny

s
Cu

(
1− ys

Cu

)
+ LCuVys

Cuyv (13)

Ḡs
Sn= G0,s

Sn + yvGv + RT
(
ln ys

Sn+ yv ln yv

+ (1− yv) ln(1− yv)
)+ LCuSny

s
Sn

(
1− ys

Sn

)
+ LSnVys

Snyv (14)

The partial free energy for Cu and Sn in the liquid state
is also given:

Ḡl
Cu = G0,l

cu + RT ln yl
Cu+ L l

CuSny
l
Cu

(
1− yl

Cu

)
(15)

Ḡl
Sn= G0,l

Sn+ RT lnyl
Sn+ L l

CuSny
l
Sn

(
1− yl

Sn

)
, (16)

whereG0= free energy in the standard state of the
liquid; L = interaction between Cu and Sn in different
states.

The partial free energy of Cu and Sn is equal in the
solid and liquid phase at equilibrium, which means:

Ḡl
Cu = Ḡs

Cu

Ḡl
Sn= Ḡs

Sn.
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Where1G represents the resulting change in free en-
ergy at a deviation in vacancy concentration from the
equilibrium. This fact can be used to calculate the
temperature-composition phase diagram of the Cu-Sn
system.

Equations 14 and 16 yield the partition coefficient
as:

k = ys
Sn

yl
Sn

= exp−
(
G0,l

Sn− G0,s
Sn

)+ (L l
CuSny

l
Cu

(
1− yl

Cu

)− Ls
CuSny

s
Cu

(
1− ys

Cu

)− LSnVys
Snyv

)− yv1Gv

RT
(17)

It is interesting to note that the partition coefficient will
decrease with an increasing fraction of vacancies.

5.3. Effect of vacancies on the melting point
The free energy of a solid will increase with the fraction
of vacancies. From this, the effect of vacancies on the
melting point can be obtained.

Following Fredriksson [20], combining Equation 13
with 15 and rewriting the results gives:

1T = 1TCu+ RT yl
Sn(1− k)

1Htab+ yeq
v 1Hv

(18)

The change in melting point for small concentrations
of Sn can be calculated using Equation 18.1TCu is the
decrease in melting point as a function of the fraction
of vacancies whenySn= 0. This has been presented and
discussed in detail in the earlier work [19].

1TCu =
RT Tm

(
yv ln yv

yeq
v
+ (1− yv) ln

(
1−yv

yeq
v

))
1Htab

(19)

An increase in the fraction of vacancies increases the
free energy of the solid phase. Resulting decrease melt-
ing temperature was experimentally observed in Fig. 4.

Combining Equations 17 and 18 can assist to calcu-
late the phase diagram for Cu-Sn system; the results are
given in Fig. 7. The solid line represents the equilibrium
concentration of vacancies and the dashed lines is ob-
tained for different fraction of vacancies. The calcula-
tions show that the solidification temperature decreases
with an increase in vacancy concentration.

One can compare the calculated phase diagram for
Cu-Sn under equilibrium condition and with a vacancy
concentration, which is roughly 50 times the equilib-
rium values. It was earlier explained [19] that for a pure
substance such as copper, the decrease in the solidifi-
cation temperature is limited to the maximum fraction
of vacancies formed; while the maximum vacancy con-
centration can be obtained from the density difference
between solid and liquid.

Fig. 7 also shows that the liquidus temperature for
the alloys decreases due to an increase in vacancies
and alloying elements. From Equation 18 it can be con-

cluded that the largest undercooling temperature can be
achieved whenk goes to zero.

5.4. Effect of the vacancies on the latent
heat of fusion

The fraction of vacancies also changes the heat of fu-
sion. It was previously shown [18, 19] that the heat of

fusion for pure Cu changes by the fraction of vacancies
multiplied by the heat of formation of vacancies:

1Hmeas= 1Htab−
(
yv − yeq

v

)
1Hv. (20)

In order to calculate the heat of fusion with the trapped
concentration of vacancies in Cu-Sn systems, it is nec-
essary to take the interaction between copper and tin
atoms, and the effect of the formation of divacancies
into account. The change in the energy of formation
for a pair of vacancies, when the distance between
their centres is comparable to the diameter of a sin-
gle vacancy should also be analysed. To determine the
concentration of divacancies at high temperatures, it
is necessary to analyse the formation, migration and
binding enthalpies of vacancies determined from non-
equilibrium solidification experiments in detail. Un-
fortunately, values of the formation and binding en-
ergies are not well known (look Siegel [17]). In this
study and in the absence of such detailed information,
it is assumed that the enthalpy of formation of mono-
vacancies and divacancies can vary when more vacan-
cies are formed.

Therefore, Equation 20 needs to be modified in order
to calculate the change in latent heat with formation and
condensation of vacancies in a Cu-Sn system.

Figure 7 Phase diagram for Cu-Sn system.
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1Hmeas= 1Htab−
(
yv − yeq

v

)
1Hv − yCuysnLcuSn

−yvyv A1H2v (21)

The last term on the right hand side describes the forma-
tion of divacancies from pre-existing mono-vacancies.
The constantA in this relation is 15 according toH .
Fredriksson [20]. This value was found by taking the
minimum in the free energy of formation of divacan-
cies, as follows:

1G2v = 1H2v− T1S2v (22)

S2v = 2yv exp

(
−1G2v

RT

)
(23)

1H2v = A exp

(
−1G2v

RT

)
(24)

This has been explained in detail elsewhere [20]. The
relation for pure copper can also be described as:

1Hmeas= 1Htab−
(
yv − yeq

v

)
1Hv − yvyv A1H2v

(25)

In this work, it is assumed that the energies of formation
of vacancies and divacancies changes with the increas-
ing fraction of vacancies and divacancies. Furthermore,
the difference in density between the solid and the liq-
uid is assumed to cause most of the fraction of formed
vacancies. These approximations together with Equa-
tions 18–25 and data presented in Table III, can be used
to calculate solidification undercooling and the latent
heat of fusion for solidification.

The results of such calculations together with the
experimental measured data for pure copper, Cu-6%Sn
and Cu-4% Sn are shown in Fig. 8a–c. The solid lines
are calculated on the assumption that no divacancies
were formed, and show that the latent heat of fusion
reaches zero at high molar fractions of vacancies. The
dashed lines represent the latent heat of fusion when
the divacancies form.

5.5. Condensation of vacancies
It was previously discussed that a large fraction of
vacancies are created during rapid solidification. The
number exceeds the equilibrium value. The fraction of
vacancies changes during cooling and with the cooling
rates; at very high cooling rates, such as in the levita-
tion experiments. an unordered solid state is expected
to form with a large supersaturation of vacancies pre-
served at room temperature. This is due to the fact that
there is insufficient time for the vacancies to diffuse and
create clusters, to form dislocations or move to grain
boundaries.

This will effect the specific heat for the solid, which
was shown earlier in Fig. 6. This effect can be analysed
using the following relation:

Cs
p = Cs,0

p +1Hv
dyv

dT
(26)

In this equation, dyv/dT describes the change in the
fraction of vacancies or divacancies caused by the

(a)

(b)

(c)

Figure 8 Heat of fusion vs. undercooling temperature for a) Cu, b) Cu-
4%Sn and c) Cu-6% Sn.

decreasing temperature. This term can be replaced
by:

dyv

dT
= dyv

dt

dt

dT
(27)

4985



where dyv/dt describes the rate of condensation of va-
cancies or divacancies in the solid phase and dt/dT is
the inverse of the cooling rate.

Vacancies are created at the liquid-solid interface
at a concentration that corresponds to the liquid–solid
density difference. Excess vacancies (those exceeding
the equilibrium number) are trapped when they are un-
able to diffuse back to the rapidly moving interface. The
vacancies can also be expected to form larger clusters
or dislocations or to move to the grain boundaries at
lower cooling rates. This means that vacancies will be
condensed gradually at dislocations and grain bound-
aries. It has earlier been mentioned [9] that the diffusion
process of vacancies can be described by a squared sin-
function as follow:

yC
v =

(
ymax

v − yeq
v

)− (ymax
v − yeq

v

) 4

π

× exp

(
−4π2Dt

l 2

)
sin

2πS

l
(28)

whereyC
v : molar fraction of condensed vacanies;ymax

v :
maximum molar fraction of frozen in vacancies;yeq

v :
equilibrium molar fraction of vacancies;l : wavelength;
S: distance.

The total fraction of condensed vacancies can be cal-
culated by integrating this expression over the distance
between vacancy sinks

2λA

Vm
1yv =

∫ 2λ

0
f (yv)dx

A

Vm
, (29)

where l = 4λ; λ: the distance between two sinks for
vacancies;A: surface area;Vm: molar volume.

Which gives:

1yv=
(
ymax

v − yeq
v

)[
1− 8

π2
exp

(
−π

2Dt

4λ2

)]
, (30)

Equation 30 describes the molar fraction of condensed
vacancies. The change inCP with the cooling rate can
be calculated by derivating Equation 30 and combining
it with Equations 26 and 27, one gets:

Cs
P = Cs,o

P +1Hv
(
ymax

v − yeq
v

)2D

λ2
exp

(
−π

2Dt

4λ2

)
dt

dT

(31)

The results of calculation ofCP for different cooling
rates as a function of time are shown in Fig. 9a and b.
The figure shows that at high cooling rates the second
term in Equation 31 has a very little effect on theCP due
to the very low value on the inverse cooling rate term.
No vacancies will have time to condense.At lower cool-
ing rates the possibilities for condensation of vacancies
increases and one will get higher value on the CP. At
very low cooling rates it can be expected that all the
vacancies will be condensed before the solidification
process has finished. In such a case theCP value will
agin correspond to the tabulated value.

It should be pointed out that the calculations at low
cooling rates are very sensitive to the selection of the

(a)

(b)

Figure 9 Specific heat vs. condensation times at different cooling rates
for a) levitation and b) mirror furnace experiments.

distance between two sinks of vacancies due to a sec-
ond power effect ofλ in Equation 31. This sensitivity is
illustrated in a series of calculations shown in Fig. 10.
Here, the cooling rate is assumed to be equal 50 K s−1

and theλ value has been varied from 4 to 8µm. The re-
sults indicate that with a shorter value of theλ, one gets
a higher value ofCP which rapidly drop down to the tab-
ulated value. Further, at a longer distance between two
sinks of vacancies, the condensation of vacancies will
take place more slowly and the effects onCP will not be
large, specially at the end of the solidification process,
instead, it will preserve for a longer time. However, it
seems reasonable to choose a value of the distance be-
tween the secondary dendrite arms, which is normally
related to the cooling rate.

This phenomenon for Cu-Sn systems at very low
cooling rates will be discussed in a later paper.

It should finally be mentionedthat the presented cal-
culations were performed only for the formation of
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Figure 10 Specific heat vs. condensation times for differentλ.

vacancies during rapid solidification. It is worth noting
that the introduction of such a large number of vacan-
cies in a lattice, not only causes a change in the total
volume of the metal but also acts as a source for the
creation of other types of lattice defects such as dislo-
cations and stacking faults. However, more experimen-
tal data is needed in order to verify the way that the
various types of point defects move and interact with
each other. It is necessary to measure continuously cer-
tain property of the pure metal or alloy which directly
depend on the formation, migration and annihilation of
vacancies, interstitials and complexes of these defects
with other impurities.

6. Concluding remark
The solidification behaviour of Cu-Sn alloys during a
rapid solidification process has been studied. The calcu-
lation of specific heat capacity and latent heat of fusion
were integrated to a FEM solidification program. The
following main conclusion can be drawn:

a) The undercooling temperature increases with in-
creasing cooling rate.

b) The heat of fusion decreases as a function of in-
creasing cooling rate.

c) Calculated values for1H are much lower than
tabulated ones.

d) Calculated values for the specific heat in the solid
zone for mirror furnace experiments are much higher
than tabulated ones. This can be explained by the con-
densation of vacancies.

e) The partition coefficient will decrease with an in-
creasing fraction of vacancies.

f) The liquidus temperature in the phase diagram for
Cu-Sn system decreases with an increase in vacancy
concentration.

g) The excess fraction of vacancies, penetrated into
the lattice, decrease the latent heat of fusion.

h) The effect from formation of vacancies on the so-
lidification behaviour should be reconsidered.
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